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Adversarial examples are subject to domain constraints
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Adversarial examples are inputs carefully designed to cause erroneous predictions in machine learning systems.
To fool real-world systems, they must respect domain constraints.

Constraints as penalty functions ...

... used in 2 constrained attacks

Example of constraint:

int_rate x (1 + int_rate)t™

installment = loam_amount X
- (1 + int_rate)term™ — 1

Constraints formulae Penalty function
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\ MoEvA2 (genetic based)
™ 91(x) = h(x)

gz(x) = Lp(x - xO)

g3(x) = . penalty(x,w)

w; EQ

Attacks success rate

Defenses

100% 97.5%100.0%

75%
50%
25%
9.9%
0.0% 0.0% 0.0% 0.0% 0.0%
0% I

PGD PGD+SAT C-PGD MoEVA2

Previous approaches Our approaches

m Credit Scoring m®Botnet

Success = Misclassification & Constraints Satisfaction

Constraints augmentation:
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Figure 1: Success rate of MoEvA2 against the original
model and the three defended models, over the generations.
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